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Abstract—In this study, we first present a framework that
jointly optimize energy harvesting and information decoding
for Internet of Things (IoT) devices, which are capable of
simultaneous wireless information and power reception, in a
smarty city. In particular, a generalized power splitting receiver
for IoT devices is designed, where each antenna in the receiver
has an independent power splitter, unlike the existing works in
which only one power splitter is employed regardless of the
number of antennas in the receiver. Such a receiver design
can provide a great degree of freedom to improve the network
performance. Based on the presented framework, for each IoT
device, we formulate an optimization problem whose objective
is to maximize the harvested energy of each IoT device while
satisfying its data rate requirement. To solve this problem,
we propose a double-deep deterministic policy gradient based
online learning algorithm which enables each IoT device to
jointly determine receive beamforming and power splitting ratio
vectors in real-time. Further, each IoT device can implement
the proposed algorithm in a distributed manner using only
its local channel state information. As such, cooperation and
information exchange among the base stations and IoT devices
are not necessary when performing the proposed algorithm at
IoT devices. The extensive simulation results show the validity
of the proposed algorithm.

Index Terms—Internet of thing (IoT), energy harvesting (EH),
information decoding (ID), smart city, deep reinforcement learn-
ing.

I. INTRODUCTION

According to [1], 55% of the world’s population now lives in
cities, and it is expected to increase to 67% by the year 2050.
The gradual increase in the urbanization causes city-related
problems such as energy depletion, traffic congestion, safety
security, etc. To address the growing challenges of urbaniza-
tion, the Information and Communication Technologies (ICT)
are adopted, which makes the cities smart enough, through
deploying and promoting sustainable development practices
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[2]. The key characteristics of a smart city are a high degree
of information technology integration and a comprehensive ap-
plication of information resources. The essential components
of a smart city for urban development involve smart industry,
smart technology, smart services, smart management and smart
life.

In particular, with an advancement in the field of smart
cities’ sensors, the new Internet of Things (IoT) applications
are enabling smart city initiatives worldwide [3]. IoT aims
at utilizing a variety of IoT devices equipped with sensors
(e.g., radar sensors, temperature sensors, fire sensors, traffic
cameras, humidity sensors, etc.), and connecting them to the
internet via specific protocols. It offers the ability to remotely
monitor, manage and control devices, and to create new
insights and actionable information from massive streams of
real-time data. To realize a smart city supporting diverse In-
ternet of Things (IoT) applications, numerous battery-powered
IoT devices should be installed in many places in the smart
city according to the purpose of the applications. In this case,
the main problem is that it might be impossible to manually
replace the battery of numerous IoT devices [4]. As one way
to solve this problem, we consider the simultaneous wireless
information and power transfer (SWIPT) technique via radio
frequency (RF), which allows the wireless battery charging
of battery-powered IoT devices without the help of a lot of
manpower. Hereafter, it is assumed that harvested energy via
SWIPT at each IoT device is exploited for its battery charging.
Unlike conventional energy harvesting (EH) from renewable
energy sources, such as solar and wind, RF-based EH is not
affected by weather, location, time, etc. However, it is difficult
to receive the required energy for operating IoT devices by
RF-based EH owing to the low energy transfer efficiency
and implementation limitations. To address these problems,
multiple-input multiple-output (MIMO) has been applied in
many studies related to SWIPT. Thus, the concept of MIMO
in SWIPT-enabled networks has been regarded as a promising
research direction.

In conventional SWIPT-enabled MIMO networks, the works
of [5], [6] proposed three types of receivers, that is, separated,
power splitting, and time-switching receivers, and analyzed
the fundamental rate-energy tradeoff with respect to the above
receivers. In [7], the resource allocation algorithm for energy
efficiency was studied in orthogonal frequency division mul-
tiple access (OFDMA) SWIPT systems with power splitting
receivers. The authors of [7] considered data multiplexing of
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different users on different subcarriers and the discrete sets of
power splitting ratios for practical systems. In [8], the optimal
ID and EH mode switching rules were provided to optimize
the outage probability/ergodic capacity versus harvested en-
ergy tradeoffs for time-varying co-channel interference en-
vironment. The authors in [9] investigated the beamforming
techniques for secure communication in multiple-input single-
output (MISO) downlink systems in which a single desired
information receiver and other ID or EH receivers, which can
be eavesdroppers, are existed. In [10], [11], a joint subcarrier
and power allocation were jointly optimized to maximize the
data rate and energy efficiency, respectively, for a collaborative
communication scenario in which relay sensor nodes support
data transmission.

Furthermore, joint beamforming and power splitting op-
timization problems were considered in many researches in
SWIPT-enabled networks [12]–[16]. [12] and [13] considered
cooperative SWIPT non-orthogonal multiple access (NOMA)
systems. In [12], a user who has good channel condition
harvested the energy from the downlink signal at the first
time slot and then relayed by using the harvested energy to
help another user to improve the communication reliability
at the second time slot. In [13], the overall harvested energy
was maximized subject to data rate requirement of each user
and successive interference cancellation (SIC) requirement
for NOMA. The authors of [12] and [13] applied a semi-
definite relaxation (SDR) technique and a sequential convex
approximation (SCA) technique for non-convex problem, re-
spectively, and proposed iterative algorithms to solve above
problems with low complexity. In [14], [15], the transmit
power minimization by joint beamforming and power splitting
ratios under the signal-to-interference-plus-noise-ratio (SINR)
and harvested energy constraints was investigated for SWIPT-
enabled networks. The work of [14] derived the sufficient
and necessary condition for the feasibility of formulated
non-convex optimization problem and solved the problem
by applying a SDR technique. The authors showed that the
proposed technique can achieve global optimum, and also
proposed two suboptimal solutions with lower complexity
where ZF and SINR-optimal based transmit beamforming
schemes are applied, respectively. In [15], a novel relaxation
method based on second-order cone programming (SOCP),
which can guarantee a feasible solution with low complexity,
was proposed for a joint beamforming and power splitting
optimization problem. Also, a primal-decomposition based
distributed algorithm for the problem was developed and it
showed that it can reach the optimal solution to the joint
beamforming and power splitting optimization problem under
two sufficient conditions. In [16], the joint beamforming and
power splitting problem was handled to minimize transmit
power subject to the individual SINR and harvested energy
constraints. The authors of [16] proposed a reverse convex
non-smooth optimization algorithm for imperfect CSI condi-
tion. However, the single-input single-output (SISO) or MISO
channel was considered, or no interference from other cells
was assumed in [5]–[16].

Most joint optimization problems of beamforming and
power splitting ratios have non-convexity properties for multi-

cell SWIPT MIMO networks, and thus, the proposed iterative
algorithms can be employed in practical networks [17]–[19].
In [17], a generalized triangular decomposition (GTD)-based
method which allows the transmitter to use the strongest
eigen-channel jointly for energy harvesting and information
exchange was proposed for SWIPT-MIMO networks. The
optimal GTD structure that maximizes the data rate for a
given power allocation and energy harvesting constraint was
derived, and also the optimal sub-channel and power allocation
algorithm was proposed to minimize the total transmitted
power. The authors of [18] developed a novel joint design of
transmit power allocation, beamforming, and receive power
splitting strategy for SWIPT downlink for mmWave channel.
To maximize the weighted sum of the rate and harvested
energy, an iterative algorithm was proposed containing the
procedures for the RF beam alignment, baseband beamform-
ing, and joint power allocation and power splitting. Under
the limited feedback of channel information, the rate-energy
region of the proposed strategy was analyzed and the perfor-
mance in terms of achievable rate and harvested energy was
verified by extensive simulations. In [19], the optimal transmit
strategy by the optimal distribution of the transmit symbol
vector that maximizes the average harvested energy for MISO,
SIMO and multi-user MIMO systems. The authors of [19]
formulated a non-convex optimization problem and provided
an optimal solution based on monotonic optimization and a
low-complexity iterative algorithm for to obtain a suboptimal
solution which can achieve near-optimal performance.

With the recent development of deep learning technologies,
deep learning-based algorithms have recently been considered
to handle multi-variable optimization problems in SWIPT-
enabled networks [20]–[26]. In [20], a weighted sum of the
data rate and harvested energy maximization problem was
formulated for a time-switching receiver structure based on
the Markov decision process (MDP), and a time interval
control algorithm was proposed based on the reinforcement
learning technique. The authors of [21] investigated a total
transmit power minimization problem with rate and energy re-
quirements for a SWIPT-enabled multicarrier NOMA network,
which was solved using a deep belief network (DBN)-based
algorithm. In [22], a low-complexity deep neural network-
based algorithm was proposed to jointly optimize the transmit
power and power splitting ratio for energy efficiency in multi-
cell multi-user SWIPT-enabled SISO networks. In [23], a
DDPG-deep double Q-network (DDQN)-based algorithm was
presented to optimize beamforming in full-duplex MIMO
SWIPT networks. In [24], a deep learning-based algorithm
was developed with near-optimal data rate performance in
spite of the low complexity of the joint optimization problem
of power allocation and power splitting ratio in multicarrier
NOMA systems with SISO networks. In [25], constrained
MDP-based power and subcarrier allocation problems were
studied to maximize the energy efficiency for pattern division
multiple access SWIPT-enabled networks with time-switching
receivers. The constrained MDP problem was transformed into
an unconstrained MDP by applying the Lagrangian duality,
and then solved using the deep Q-network (DQN) technique.
In [26], the authors derived suboptimal solutions for time-
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switching and power-splitting receivers by using an iterative
algorithm based on the asymptotic strong duality based on
the harvest-then-transmit protocol. In addition, a deep neural
network framework based on a supervised and unsupervised
hybrid training strategy was developed using the above itera-
tive algorithm results.

In addition, SWIPT techniques have been collaborated with
future wireless communications such intelligent reflecting sur-
face (IRS)-assisted network, 6G terahertz communication, un-
manned aerial vehicle (UAV) communication, non-orthogonal
multiple access (NOMA) [27]–[30]. The work of [27] inves-
tigated the resource allocation design for large IRS-assisted
SWIPT systems. Compared to existing works assuming an
overly simplified system model, the work adopted a physics-
based IRS model and a non-linear energy harvesting model,
which can better capture the properties of practical IRS-
assisted SWIPT systems. In [28], the integration of SWIPT
and hybrid-NOMA using THz frequency bands was presented.
Specifically, an optimal SWIPT-pairing scheme was suggested
for the multilateral proposed system, which represents a
considerable enhancement in energy and spectral efficiencies
while improving the system specifications. The work of [29]
presented the sum-rate maximization problem of IRS empow-
ered UAV SWIPT networks. Under the constraints of energy
harvesting threshold, multiple optimization parameters (e.g.,
UAV trajectory, successive interference cancellation decoding
order, UAV transmit power allocation, power splitting ratio,
and IRS reflection coefficient) were jointly optimized. In [30],
the concept of age of information (AoI) was considered to
quantify the freshness of the data packets at the information
receiver in the IRS-assisted SWIPT network. Under such
consideration, the sum AoI optimization was studied while
ensuring that the power transferred to energy harvesting users
is greater than the demanded value.

Through an extensive literature survey on SWIPT-enable
MIMO networks, it is found that the existing studies adopted
a simplified power splitting receiver model for the SWIPT,
where only one power splitter is used regardless of the number
of antennas in a receiver. Such limited use of power splitters at
the receiver may limit the network performance. The existing
studies did not consider multiple power splitters at the receiver
since it is very challenging to find the online algorithm that
jointly optimizes receive beamforming and power splitting
ratio vectors. This motivates us to investigate the online
algorithm that simultaneously optimizes receive beamforming
and power splitting ratio vectors in this paper.

A. Contributions

The main contributions of this paper are as follows.
• The existing studies considered a simple power-splitting

receiver model for SWIPT, where only one power splitter
is used regardless of the number of antennas at the
receiver. On the other hand, in this paper, we consider
a generalized power splitting receiver model, where each
antenna at the receiver is equipped with its power splitter.
Such a receiver design can provide a greater degree
of freedom to improve performance in terms of energy

harvesting. This advantage contributes to increasing the
operating time of IoT devices without battery exchange,
which is crucial for a massive IoT scenario like a smart
city.

• For each IoT device, we formulate an optimization prob-
lem as a Markov game determining two different action
sets simultaneously. One is for a receive beamforming
vector, and the other is for a power-splitting ratio vector.
The objective of the problem is to maximize the harvested
energy of each IoT device while satisfying its data-rate
requirement.

• To solve the problem, a double-deep deterministic pol-
icy gradient (DDPG) based online learning algorithm
is proposed. This enables each IoT device to jointly
determine to appreciate beamforming and power splitting
ratio vectors in real-time. Furthermore, each IoT device
can implement the proposed algorithm in a distributed
manner using only its local channel state information
(CSI). Therefore, cooperation and information exchange
among the BSs and IoT devices are unnecessary when
performing the proposed algorithm on IoT devices.

B. Organization

The rest of this paper is organized as follows. Section ??
explains existing works on SWIPT techniques in wireless
networks and their limitations. In Section II, we formally
present our system model. Section III presents the proposed
power splitting receiver design for IoT device in a smart
city with SWIPT. In Section IV, we first formulate a joint
EH and ID optimization problem for IoT-enabled smart city,
and then propose a distributed online learning algorithm to
solve the problem. The performance of the proposed algorithm
is evaluated by extensive simulations in Section V. Finally,
conclusions are drawn in Section VI.

C. Notations

Throughout this paper, main notations in this paper are
summarized in Table I.

TABLE I: List of main notations.

Notation Meaning

Upper case boldface Matrix
Lower case boldface Vector

A� Conjugate transpose of matrix A
‖ · ‖ Two-norm of matrix
E [ ·] Expectation
C"×! Set of " × ! complex matrices
O [ ·] Big O for computational complexity
◦ Hadamard product

II. SYSTEM MODEL

This study considers a smart city, as shown in Fig 1, where
a variety of IoT devices have been deployed to help solve the
problems of urban pollution, traffic management, and envi-
ronmental protection in an urban city. Depending on service
types, each IoT device has a different scheduling interval to
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Fig. 1: Illustration of system model in a smart city.

transmit In this work, IoT devices refer to objects equipped
with sensors (e.g., temperature sensors, fire sensors, traffic
cameras, humidity sensors, etc.) and communication modules
depending on their purposes such as car, transmission line
tower, house, etc. Depending on service types, each IoT device
has a different scheduling interval. IoT devices are assumed to
have three functionalities: 1) measurement and transmission of
sensing data, 2) simultaneous wireless information and power
reception, and 3) adaptive energy management of own battery
system.

To support IoT devices in a smart city, we adopted  -cell
SWIPT-enabled MIMO downlink networks. Each cell has a
BS with " antennas and a set of IoT devices ( (( ≤ ")
with ! rectennas1. All IoT devices can harvest energy in their
batteries from anonymous RF signals and decode information
simultaneously by their rectennas. It is assumed that each
BS transmits a single data stream to each IoT device, and
the time division duplex (TDD) is considered as in 5G new
radio (NR) [31]. The channel between BS : to IoT device
9 associated to BS 8 is denoted by H[8, 9 ]

:
∈ C!×" , where

8, : ∈ K = {1, · · · ,  } and 9 ∈ S = {1, · · · , (}. We reflect
time-varying channel as well as time-invariant frequency-flat
fading (i.e., the channel coefficients are constant during a
transmission block). For time-varying channel, the first-order
Gauss-Markov process is adopted to model the relationship
between two successive time slots of small-scale Rayleigh
fading as follows [32], [33]:

ℎ
[8, 9 ]
:
(C) = l · ℎ [8, 9 ]

:
(C − 1) + X, (1)

1The rectenna is a special type of antenna, consisting of a diode and a
low-pass filter, which converts RF signals into a direct current (DC) signal
to recharge the battery. Hereafter, the rectennas and receive antennas can be
used interchangeably.

where ℎ [8, 9 ]
:
(C) denotes an element2 of H[8, 9 ]

:
at time C, and

it is a complex Gaussian random variable with zero mean and
unit variance. In addition, l is the correlation coefficient of
two successive small-scale Rayleigh fading realizations, and X
is a complex Gaussian random variable with zero mean and
a variance of 1 − l2. We assumed that all elements of H[8, 9 ]

:

had the same time correlation coefficient l. The correlation
coefficient was determined using Jake’s statistical model for
the fading channel [34] as follows:

l = �0 (2c 5�)) , (2)

where �0 and ) denote the zero-order Bessel function and
time interval for data transmission, respectively. In addition,
5� = E 52/2 denotes the maximum Doppler frequency, where E
is the user velocity, 52 is the carrier frequency, and 2 = 3×108

m/s is the velocity of light. The CSI can be obtained by
the transmitted CSI reference signals (CSI-RSs) for downlink
channel estimation from all BSs. To estimate the CSI with
neighboring BSs, multiple CSI-RS processes, which are spec-
ified in LTE Release 16 for coordinated multiple point (CoMP)
operations [35], can be exploited.

The received signal at IoT device 9 in BS 8 is given as
follows:

y[8, 9 ] =
 ∑
:=1

H[8, 9 ]
:

V:x: + z[8, 9 ]

=H[8, 9 ]
8

V8x8 +
 ∑

:=1,:≠8
H[8, 9 ]
:

V:x: + z[8, 9 ]

=H[8, 9 ]
8

v[8, 9 ]G [8, 9 ]︸              ︷︷              ︸
desired signal

+H[8, 9 ]
8

(∑
B=1,B≠ 9

v[8,B]G [8,B]︸                         ︷︷                         ︸
intra−cell interference

+
 ∑

:=1,:≠8
H[8, 9 ]
:

V:x:︸                 ︷︷                 ︸
inter−cell interference

+z[8, 9 ] (3)

where V: ∈ C"×( denotes the zero-forcing (ZF) filtering-
based transmit beamforming matrix. Also, x: ∈ C(×1 and
z[8, 9 ] ∈ C!×1 is the transmit signal vector and additive
noise consisting of i.i.d. complex Gaussian with zero mean
and the variance of #0. By adopting ZF-based filtering at
a transmitter side (i.e.,each BS), intra-cell interference from
adjacent IoT devices can be perfectly eliminated [36], [37].
As such, the considered network can be equivalent with a
multi-cell and single-user network, assuming that ZF-based
transmit beamforming is exploited without loss of generality.
Therefore, the received signal at IoT device 9 in BS 8 (3) can
be simplified as follows:

y[8, 9 ] =
 ∑
:=1

h[8, 9 ]
:

G: + z[8, 9 ] = h[8, 9 ]
8

G8 +
 ∑

:=1,:≠8
h[8, 9 ]
:

G: + z[8, 9 ] ,

(4)

2The indices for the channel matrix H[8, 9 ]
:

elements are omitted for
simplicity.
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where h[8, 9 ]
:

∈ C!×1 is the channel vector between BS :

and IoT device 9 associated to BS 8, and G: is the transmit
symbol from BS : . Hereafter, our focus is to properly utilize
inter-cell interference from neighbor BSs for maximizing the
harvested energy of each IoT device while satisfying its data
rate requirement.

III. POWER SPLITTING RECEIVER DESIGN AND PROBLEM
FORMULATION FOR IOT DEVICES

A. Design of power splitting receiver for each IoT device

Information 
Decoding (ID)

Receiver

Energy 
Harvesting (EH)

Receiver

𝜌𝜌1
[𝑖𝑖,𝑗𝑗]

1 − 𝜌𝜌1
[𝑖𝑖,𝑗𝑗]

𝜌𝜌2
[𝑖𝑖,𝑗𝑗]

1 − 𝜌𝜌2
[𝑖𝑖,𝑗𝑗]

𝜌𝜌3
[𝑖𝑖,𝑗𝑗]

1 − 𝜌𝜌3
[𝑖𝑖,𝑗𝑗]

IoT device[i,j]power splitter

𝜎𝜎𝑐𝑐

Fig. 2: Illustration of the concept of receiver hardware design
for each IoT device: !=3.

To harvest energy from anonymous RF signals, there are
several receiver structures such as time switching and power
splitting [5], [6]. This work adopts a power splitting receiver
architecture with multiple receive antennas and multiple power
splitters similar to [18], [38]. Fig. 2 illustrates the basic
concept of receiver hardware design for each IoT device,
where d

[8, 9 ]
;

∈ [0, 1] stands for the power splitting ratio of
;-th antenna element for IoT device 9 in BS 8 and f2 stands
for the conversion noise power introduced by converting the
RF passband signal into a base-band signal. As shown in
Fig. 2, each independent power splitter is connected to each
antenna. Under presented receiver structure, the power of the
received signals can be divided for EH and ID, according to
the power splitting ratio d [8, 9 ]

;
for each antenna. Therefore, the

performance of the EH and ID depends on the power splitting
ratio as well as the receive beamforming strategy.

B. Problem formulation

Each IoT device can simultaneously design its receive
beamforming vector and power splitting ratio vector to maxi-
mize the performance in terms of harvested energy or achiev-
able data rate. Let u[8, 9 ] ∈ C!×1 denote the receive beam-
forming vector of IoT device 9 in BS 8 with a unit-norm
constraint, that is,

u[8, 9 ]2
= 1. In addition, let 1 [8, 9 ] ∈ R!×1

denote the power splitting ratio vector of IoT device 9 in
BS 8 with constraints 0 ≤ d

[8, 9 ]
;

≤ 1 for ; ∈ {1, · · · !},
where d

[8, 9 ]
;

is the ;-th element of 1 [8, 9 ] . The objective of
this study is to design the receive beamforming vector and
power splitting ratio vector that maximize the harvested energy
from the downlink signals of all BSs, while guaranteeing the

predetermined data rate constraint. In the downlink network
scenario of a smart city with IoT devices, BSs require a small
number of bits for downlink control signals, while IoT devices
transmit several Mbps for uplink case. Accordingly, we aim to
maximize the harvested energy of IoT device 9 in BS 8 with
data rate constraint by adjusting receive beamforming vector
and power splitting ratio vector for the considered system
model. To this end, the receive beamforming vector and power
splitting ratio vector of IoT device 9 in BS 8 can be obtained
by solving the following optimization problem:

(P1) max
u,1

& [8, 9 ] (1) = max
u,1

Z

y[8, 9 ]��
(1)

2
, (5)

s.t. ' [8, 9 ] (u, 1) ≥ 'Cℎ, 9 , (6)u[8, 9 ]2
= 1, (7)

0 ≤ d [8, 9 ]
;
≤ 1, (8)

where Z is the conversion efficiency, y[8, 9 ]
��

is the received
signal for EH after the power-splitting operation, and 'Cℎ, 9
is the required data rate of IoT device 9 . In addition, ' [8, 9 ]

denotes the achievable data rate of IoT device 9 in BS 8, which
will be described in Section III-C. To solve the optimization
problem, i.e., P1, an online learning algorithm was developed,
and the details have been explained in Section IV.

C. Downlink Data Transmission, ID and EH

After deciding the receive beamforming vector and power
splitting ratio at the IoT devices, each BS transmits the
downlink data signal to its associated IoT devices. Based on
the receive beamforming and power splitting ratio vectors,
each IoT device performs ID and EH at the ID and EH
receivers, respectively, as shown in Fig. 1. From (4), the
received signals are divided into ID and EH parts according
to the power-splitting ratio as follows:

y[8, 9 ]
��

=

(
1 [8, 9 ]

) 1
2 ◦ y[8, 9 ] ,

y[8, 9 ]
��

=

(
1 − 1 [8, 9 ]

) 1
2 ◦ y[8, 9 ] , (9)

where ◦ denotes Hadamard product. In the ID receiver, the
received signal after receiving beamforming can be expressed
as follows:

H̃
[8, 9 ]
��

= u[8, 9 ]�y[8, 9 ]
��

= u[8, 9 ]�
[(
1 [8, 9 ]

) 1
2 ◦

(
 ∑
:=1

h[8, 9 ]
:

G: + z[8, 9 ]
)]

= ũ[8, 9 ]�h[8, 9 ]
8

G8︸            ︷︷            ︸
desired signal

+
 ∑

:=1,:≠8
ũ[8, 9 ]�h[8, 9 ]

:
G:︸                      ︷︷                      ︸

inter−cell interference

+ũ[8, 9 ]� z[8. 9 ] ,

(10)
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where ũ[8, 9 ]� =

(
d [8, 9 ]

) 1
2 ◦ u[8, 9 ] . From (10), the achievable

data rate of IoT device 9 in BS 8 can be computed as

' [8, 9 ] = log2

©«
1 +

���̃u[8, 9 ]�h[8, 9 ]
8

G8

���2
 ∑

:=1,:≠8

���̃u[8, 9 ]�h[8, 9 ]
:

G:

���2 + ��̃u[8, 9 ]� z8
��2 + f2

2

ª®®®®¬
.

(11)

In the EH receiver, the harvested energy of IoT device 9 in
BS 8 can be obtained as follows:

& [8, 9 ] = Z


(((

1 − 18
) 1

2
)
◦

(
 ∑
:=1

h:,8G:

))2

. (12)

In (12), because the energy harvested from the background
noise at the EH receiver is negligible, it can be ignored for
simplicity. Based on (11) and (12), it is identified that there is
a tradeoff relationship between harvested energy and achieved
data rate. Thus, to maximize the data rate performance under
the proposed framework, it is set to d

[8, 9 ]
;

= 0, which means
no energy harvesting. Further, to achieve more peak data
rate, we can also adopt massive MIMO and high modula-
tion techniques, which are introduced as enabling features to
achieve 30 bps/Hz of a peak spectral efficiency in 5G White
Paper [39]. These techniques can be implemented without any
modification of the presented mathematical framework.

IV. JOINT EH AND ID OPTIMIZATION FOR IOT-ENABLED
SMART CITY WITH SWIPT

Problem (P1) is a constrained optimization problem with
two different types of action vectors, which makes it diffi-
cult to obtain optimal solutions to the problem in real-time.
Nevertheless, determining the two vectors at each IoT device
in real-time is very critical. This is because we consider a
scenario that IoT devices are associated with a smart BS
(i.e., cellular networks) which requires a very short scheduling
interval (e.g., in the scale of milli sececond). To interoperate
IoT devices with cellular BSs, the proposed algorithm should
be operated in real-time. Therefore, we propose an online
learning algorithm which enables each IoT device to jointly
determine the appropriate receive beamforming and power
splitting ratio vectors by learning the relationship between an
action and its reward.

From (11), it can be observed that receive beamforming
vector u and power splitting ratio vector 1 affect the same
function (i.e., achievable data rate), such that they should be
determined at the same time. Moreover, the allowable ranges
of the elements of two vectors are different. Specifically,
the real and imaginary parts of the elements of the receive
beamforming vector range from -1 to 1, whereas those of the
power splitting vector range from 0 to 1. For this reason, we
formulate our problem as a Markov game which determines
two different types of action sets as follows:
• First action set: Receive beamforming vector u with

elements that are a complex number whose real and
imaginary parts range from -1 to 1.

• Second action set: Power splitting ratio vector 1 with
elements that are a real number ranging from 0 to 1.

That is, each IoT device should solve the Markov game to
simultaneously determine different types of action sets. Since
the proposed online strategy is based on a deep reinforcement
learning (DRL) algorithm, we first describe our work as an
MDP framework as follows.

A. MDP definition

1) State : The state space for each IoT device includes
channel qualities between IoT device 9 and all BSs (i.e., K)
in the considered networks:

S 9 =
{
h[8, 9 ]1 , ..., h[8, 9 ]

9
, ..., h[8, 9 ]

 

}
. (13)

Note that each IoT device uses the same state space for
determining the two action vectors.

2) Action : Each IoT device needs to determine two different
different types of action vectors. Specifically, the first action
set, i.e., action û, is exploited to decide the real and imaginary
parts of elements in receive beamforming vector u. As such,
action û is a vector of size 2! whose elements are continuous
and ranges from -1 to 1. The second action set, i.e., action
1, is to decide power splitting ratio vector 1 of size ! whose
elements are continuous and ranges from 0 to 1. Thus, the
action space of IoT device 9 can be presented as

A 9 =


û =

D1, · · · , D!︸       ︷︷       ︸
real part

, D!+1 · · · , D2!︸          ︷︷          ︸
imaginary part

 ,
1 = {d1, ..., d!} ,

(14)

where for all D; ∈ [−1, 1] and for all d; ∈ [0, 1]. If action û is
achieved, the receive beamforming vector of IoT device 9 in
BS 8, i.e., u[8, 9 ] , can be easily obtained by the normalization.

3) Reward : The objective of each IoT device is to maximize
the amount of energy harvested from the downlink signals of
all BSs without compromising its data rate requirement. Thus,
we can define the reward of each IoT device, which is affected
by the determined two action vectors (i.e., u and 1) as follows:

A
[8, 9 ]
9
(u, 1) =

{
& [8, 9 ] , if ' [8, 9 ] (u, 1) ≥ 'Cℎ, 9

0, otherwise . (15)

According to (15), if the data rate constraint is satisfied,
then reward equal to the harvested energy can be obtained;
otherwise, there is no reward. With (15), we can present the
accumulated discounted reward, as expressed by

R [8, 9 ]
9

=

)∑
C=1

WC−1A
[8, 9 ]
I (C), ∀I, (16)

where W is the discount factor and ) is the time horizon.

B. Proposed algorithm

To obtain a solution to such a Markov game, we propose a
double-DDPG based online learning algorithm which enables
each IoT device to achieve the receive beamforming and
power splitting ratio vectors in real-time. The structure of the
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Algorithm 1: Double-DDPG based online learning
algorithm for joint receive beamforming and power
splitting ratio vectors

1 Randomly initialize critic network &I
(
BI , 0I |\&I

)
and

actor `I
(
BI |\`I

)
with weights \&I and \`I .

2 Initialize target network &I ′ and `I
′ with weights

\
&′
I ← \

&
I and \`

′
I ← \

`
I .

3 Initialize replay buffer DI .
4 Initialize a random process N for action exploration.
5 for C = 1 to ) do
6 For each agent, select action 0I = `I

(
BI |\`I

)
+ #C

w.r.t. the current policy and exploration.
7 Execute 0I and observe reward AI and new state

BI
′.

8 Store (BI , 0I , AI , BI ′) in reply buffer DI .
9 for I ∈ Z do

10 Sample a random minibatch of " samples(
Bq , 0q , A q , B′q

)
in DI .

11 Set Hq = A
q
I + W&I ′

(
B′q , `I ′

(
B′q |\`

′
I

)
|\&

′
I

)
.

12 Update critic by minimizing the loss:

!I =
1
"

∑
1

(
Hq −&I

(
Bq , 0q |\&I

))2
.

13 Update the actor policy using the sampled
policy gradient: ∇\`I �I ≈
1
"

∑
q

∇0&I
(
B, 0 |\&I

)
|B=Bq ,0=`I (Bq)∇\`I `I

(
B |\`I

)
|Bq .

14 end
15 Update the target network parameter for each agent

z: \&
′

I ← g\
&
I + (1 − g)\&

′
I and

\
`′
I ← \

`
I + (1 − g)\`

′
I .

16 if T % i = 0 then
17 Initialize a random process N for action

exploration.
18 end
19 end

M samples M samples

Receive Beamforming 

Policy

Power Splitting 

Policyu ρ

Actor-critic 

structure

Actor-critic 

structure

Network  Network

Mini-batch Mini-batch

( )| tu u us Nµµ θ + ( )| ts Nρ ρ ρ
µµ θ +

Environment

u ρ

uDReplay memory ρDReplay memory

Reward Next 

State

us s sρ= = ur r rρ= =

Action
aρua

Fig. 3: Structure of the proposed double-DDPG based online
learning algorithm.

proposed double-DDPG based DRL algorithm is illustrated
in Fig. 3. Under the proposed algorithm, each IoT device
constructs two DDPG networks to decouple two action vectors
instead of employing a single agent in the conventional DDPG

network [40]. In particular, as shown in Fig. 3, the first
are second networks are exploited for determining receive
beamforming and power splitting ratio vectors, respectively.

For ease of description on the proposed algorithm, we focus
on an IoT device3 with two DDPG networks, and each DDPG
network is denoted as parameter I ∈ Z = {D, d}, where Z is
the set of the DDPG networks.

Consider a Markov game with two DDPG networks with
deterministic policy `I with regard to parameter \`I , where
I ∈ Z. Thus, we can define the gradient of the accumulated
discounted reward for network I, that is, �I = E [RI] as
follows:

∇\`I �I
= E
BI ,0I∼DI

[
∇\`I `I

(
B |\`I

)
|B=BI∇0&I

(
B, 0 |\&I

)
|B=BI ,0=`I (BI )

]
,

(17)

where 0I ∈ A, BI ∈ S, and DI is the experience replay buffer
for network I that contains tuples (BI , 0I , AI , BI ′).

In addition, &I
(
BI , 0I |\&I

)
refers to the action-value func-

tion that assumes the actions of two networks as input, that
is, 0D , 0d, in addition to the state information BI , and outputs
the Q-value for network I. The action-value function &I is
updated by minimizing the loss function !I as follows:

LI = E
BI ,0I ,AI ,BI

′∼DI

[(
&I

(
BI , 0I |\&I

)
− H

)2
]
,

H = AI + W&I ′
(
BI
′, `I

′
(
BI
′ |\`

′
I

)
|\&

′
I

)
, (18)

where &I ′ is the target action-value function with respect to
the set of target policies `I ′ with delayed parameters \`

′
I .

With (17) – (18), we propose a double-DDPG based joint
receive beamforming and a power-splitting vector decision
algorithm, which is described in Algorithm 1. In Algorithm 1,
N is the noise process for constructing an exploration policy,
i is a pre-determined value for the repetitive initialization of
N , and g is the weight for soft target updates. Note that, as
illustrated in Fig. 3, when deciding two action sets using two
different DDPG networks, the same state information is used
(i.e., B = BD = Bd), and the determined two action vectors are
used to evaluate the same reward function (i.e., A = AD = Ad).

Similar to existing learning researches [20]–[26], the pro-
cedure of the proposed double DDPG-based online learning
algorithm can be divided into training and execution stages.
First, in the training stage, each IoT device learns its double
DDGP networks, until the performances of the networks
converge. Once the performances of the networks finally
converge, each IoT device is ready to enter the execution state
in which the trained DDPG networks are used to determine
receive beamforming and power splitting ratio vectors without
the update of the networks, which enable each IoT device
to implement the proposed algorithm in real-time. In this
sense, online algorithm in this work means that the proposed
algorithm can implement in real-time in the execution stage.
To identify the validity of real-time processing in the execution
stage, time computational complexity analysis of training and

3The index for IoT device is omitted for simplicity.
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execution stages in the proposed algorithm will be conducted
in the following subsection.

C. Computational complexity analysis

We analyze time computational complexity of the proposed
algorithm using big O notation denoted by O [·]. Let # I

;

and # I< denote the number of the layers of DDPG network
I ∈ {D, d} and the number of neurons in the <-th layer of
network I, respectively. In the training stage, the computational
complexity of a single network for both evaluating and updat-

ing in a time slot can be presented by O

[
# I
1

(
# I
;
−1∑

<=1
# I<#

I
<+1

)]
,

where # I
1

is the mini-batch size of network I [41]. If an
IoT device operates double-DDPG networks serially, the total
training computational complexity of the proposed algorithm

is O

[
)2E

∑
I∈{D,d}

# I
1

(
# I
;
−1∑

<=1
# I<#

I
<+1

)]
, where )2E is the num-

ber of time slots until performances of the two network
converge. In the test stage, the computational complexity of
the proposed algorithm in each time slot can be dramatically

reduced to O

[ ∑
I∈{D,d}

(
# I
;
−1∑

<=1
# I<#

I
<+1

)]
. This is because once

the performances of the networks finally converge, we do not
need iterations for the training of the networks.

V. SIMULATION RESULTS

In this section, we have evaluated the performances of
the proposed algorithm described in Algorithm 1, and then
compare them with those of the existing algorithms to identify
the validity of the proposed algorithm.

A. Simulation parameters

The static system parameters adapted for the numerical
performance evaluations are summarized in Table II as fol-
lows. For performance evaluations, We considered a total of

TABLE II: List of static network parameters.

Parameter Value

Carrier frequency 52 2 GHz
Time interval for data transmission ) 10 ms

Conversion noise power f2
2 -32 dBm

Channel correlation coefficient values l 0.93 and 0.1
Received signal-to-noise-ratio (SNR) 15 dB

Number of IoT devices 15
Number of rectennas for IoT device ! 3

15 IoT devices, and their performance were averaged out in
figures. For simplicity, all IoT devices had the same data rate
requirement, that is, 'Cℎ, 9 = 'Cℎ .

On learning environment, the actor and critic networks
in the proposed double-DDPG based algorithms are a fully
connected neural network with two hidden, where first hidden
and second hidden layers contain 512 and 256 neurons,
respectively. Other learning hyper-parameters are summarized
in Table III.

TABLE III: List of hyper-parameters for DDPG networks.

Parameter Value

Minibatch size 128
Reply buffer size 106

Discount factor 0.99
Learning rate of actor 10−4

Learning rate of critic 3 ×10−4

Soft update rate of target parameters 2 ×10−1

B. Benchmark algorithms

For performance comparison, the following existing algo-
rithms are considered: a uniform power splitting with random
beamforming (UPS-RBF) algorithm [42], an antenna selection
technique with zero-forcing (AS-ZF) algorithm [43], and a
generalized downlink interference alignment with receive an-
tenna partitioning (GDIA-RAP) algorithm [44]. In the UPS-
RBF algorithm, the power-splitting ratios for a receiver are
fixed across all antennas such that d [8, 9 ]

;
= d [8, 9 ] for all

;, and the random beamforming strategy is exploited. It is
known that multi-user diversity gain can be easily achieved
by randomly adjusting transmit power and phase, i.e., random
beamforming or opportunistic beamforming, in slow fading
environment [45]. In the AS-ZF algorithm, receive antennas
are selected for ID and EH to maximize the weighted sum of
data rate and harvested energy, and the receive beamforming
are constructed based on ZF filter. The GDIA-RAP algorithm,
which is extended from AS-ZF, provides the optimal receive
antenna configuration to maximize the weighted sum of data
rate and harvested energy. In the GDIA-RAP, the receive
beamforming vectors are constructed by interference align-
ment concept and ZF is exploited for transmit beamforming
vectors.

C. Simulation results

Fig. 4 illustrates the results of training stage for learning
according to the iterations when  = 2 and 'Cℎ = 0.5
bps/Hz. Fig. 4 (a) and (b) present the moving averages of
harvested energy and the corresponding data rate at IoT device,
respectively. As illustrated in Fig. 4 (a), it is identified that
the harvested energy of the proposed algorithm converges as
the number of iterations increases, and the proposed algorithm
continuously performs better than the existing algorithms after
a certain number of iteration. The reason why the harvested
energy of the proposed algorithm converges while decreasing
is to satisfy the data rate requirement while increasing the
data rate which is shown in Fig. 4 (b). Fig. 4 (b) also shows
that after a certain number of iterations, the achievable data
rates of the proposed algorithm are higher than the data rate
threshold, 'Cℎ . In particular, the maximal harvested energy
while meeting the data rate requirement (i.e., 0.5 bps/Hz) is
achieved between iterations 1.5 ∼ 2×104, but the performances
of the proposed algorithm converge when the moving average
of the data rate approaches about 0.65 bps/Hz. This is because
although the moving average value of data rate is above 0.5
bps/Hz, there might be a possibility that occurs cases where
the data rate requirement is not satisfied in a time slot. To
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Fig. 4: Training results of the proposed and existing algorithms
according to the number of iterations when  = 2 and 'Cℎ =

0.5 bps/Hz: Moving averages of (a) harvested energy (b) data
rate.

prevent this (that is, to satisfy the data rate requirement in
every time slot as possible), the proposed algorithm learns to
satisfy “'Cℎ + bias”. In this simulation environment, the bias is
about 0.15 bps/Hz. Further, in case of the FPS-RBF algorithm,
the harvested energy for low d [8, 9 ] value, i.e., d [8, 9 ] = 0.3, is
greater than that for high d [8, 9 ] value, i.e., d [8, 9 ] = 0.6. This is
natural because a decrease in d [8, 9 ] means a receiver allocates
more power to harvest energy not decode information. Based
on the results shown in Fig. 4, we demonstrate that the
proposed algorithm can improve the performance in terms of
harvested energy while satisfying the data rate constraint.

Fig. 5 describes the average harvested energy and the
corresponding average data rate according to the change of
number of BSs. The total number of iterations for learning in
the simulation is 105. In Fig. 5 (a), it is identified that in case of
the existing algorithms, the harvested energy linearly increases
as the number of BSs increases. This is because interference
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Fig. 5: Performance comparisons between the proposed and
existing algorithms under a change in the number of BSs when
'Cℎ = 0.35 bps/Hz: Averages of (a) harvested energy (b) data
rate.

from the other BSs that can be used for EH increases linearly
with the number of BSs. Likewise, the EH performance of the
proposed algorithm improves as the number of BSs increases.
It can be also observed that as the number of BSs increases,
the EH performance gap between the proposed and existing
algorithms increases regardless of the channel environment.
For example, compared with the existing real-time algorithms,
the proposed algorithm achieves minimum 50 % harvested
energy performance improvement in case of the number of
BSs = 5 (as illustrated in Fig. 5 (a)) while supporting the data
rate requirement (as illustrated in Fig. 5 (b)). Unlike the case
of harvested energy, Fig. 5 (b) shows that the achievable data
rate deteriorates as the number of BSs increases, because there
is considerable inter-cell interference when there are numerous
BSs. Moreover, it is identified that the data rate requirement
cannot be achieved for all d values in the existing algorithms
when the number of BSs is five. The results show that it is
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TABLE IV: Performances of the proposed algorithm under different power splitting receiver frameworks: single power splitter
versus multiple power splitters in a receiver.

Harvested energy [mW] Computational complexity

Single power splitter 204 O
[ 3∑
<=1

# D<#
D
<+1

]
+ O

[
#
d

1

(
#
d

2

)2 (
#
d

3

)2
]

Multiple power splitters 238 O
[ 3∑
<=1

# D<#
D
<+1

]
+ O

[
#
d

1

(
#
d

2

)2 (
#
d

3

)2
#
d

4

]

difficult to effectively manage interference from other BSs
in the existing algorithm. On the other hand, the proposed
algorithm always satisfies the data rate constraint, that is,
' [8, 9 ] ≥ 'Cℎ in both correlated and uncorrelated channel
environments. Therefore, based on the results from Fig. 5,
we can conclude that the proposed algorithm outperforms the
existing algorithms in terms of the EH performance while
satisfying the data rate constraint regardless of the number of
BSs in the network. In other words, the proposed algorithm
can be well operated under a severe interference environment
like a smart city where there are a lot of interferers such as
IoT devices.

Table IV presents the harvested energy and the correspond-
ing time computational complexity of the proposed algorithms
under different power splitting receiver frameworks (i.e., single
power splitter versus multiple power splitters in a receiver).
Table IV shows that the multiple power splitter framework
increases the harvested energy (while satisfying data rate
requirement) whereas the computational complexity is also
increases, compared with the simple power splitter framework.
This is a natural result because considering the more number
of power splitters in a receiver offers more degree of freedom
to improve performance, whereas the optimization problem
becomes more complex.

To identify the validity of the proposed algorithm under
various channel scenarios, we have conducted the performance
evaluations under an uncorrelated channel scenario. Fig. 6
presents the performance comparisons between the proposed
and existing algorithms under the uncorrelated channel sce-
nario when ! = 3 and 'Cℎ = 0.35 bps/Hz. As shown Fig.
6, the proposed algorithm outperforms than other existing
algorithms with respect to harvested energy while supporting
the required data rate regardless of the number of BSs. In
addition, similar to the results of correlated channel in Fig.
5 (b), Fig. 6 (b) shows that the proposed algorithm is the
only algorithm that satisfies the data rate constraint in a severe
interference scenario.

Table V shows the performance comparison between the
proposed and linear-search algorithm with ! = 3 and 10
for the step size of linear-search algorithm. In optimization
problem (P1), it is identified that it is difficult to find the
characteristics of function ' [8, 9 ] (u, 1) with respect to u and
1 (e.g., convex or monotonic function). This means that to
find an optimal solution of problem (P1), global optimiza-
tion techniques should be considered [46]. Among them, we
consider the linear-search algorithm for finding the optimal
solution of (P1). To find an optimal solution of (P1) through
the linear-search algorithm, its step size should be set as small
as possible. For example, if we assume that each element of
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Fig. 6: Performance comparisons between the proposed and
existing algorithms under the uncorrelated channel scenario
when 'Cℎ = 0.35 bps/Hz: (a) Number of BSs = 3 (b) Number
of BSs = 5.

the two vectors is divided into total 10 levels, total number
of candidate solutions to check for obtaining the optimal
solution is 103! . This means that it might be impossible to
find an optimal solution of optimization problem with multiple
continuous valuables, even though the number of antennas is
relatively small. From Table V , it is shown that the linear-
search algorithm performs better than the proposed algorithm
(i.e., about 10% performance degradation compared with the
linear-search algorithm) with respect to harvested energy, and
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its performance plays a role in the upper bound of performance
of the proposed algorithm. Whereas, to achieve the solution
of the linear-search algorithm, it takes several hours unlike the
proposed algorithm which can find the solution in real-time,
once the network performance converges. That is, the linear-
search algorithm is impractical under the considered network
scenario.

TABLE V: Performance comparison between the proposed
and linear-search algorithms under the uncorrelated channel
scenario when  = 2 and 'Cℎ = 0.5 bps/Hz.

Algorithm Harvested energy [mW] Data rate [bps/Hz]

Linear-search 238 0.53

Proposed 213 0.67

VI. CONCLUSION

In this work, we considered the joint EH and ID opti-
mization for the smart city with IoT devices enabling si-
multaneous wireless information and power reception. We
proposed a distributed online learning algorithm to maximize
the harvested energy with an achievable data rate constraint
by jointly determining the receive beamforming and power
splitting ratio vectors for IoT devices. To implement the
distributed online learning algorithm, we presented a double-
DDPG based learning algorithm, where two different types of
action sets are determined in real-time. The results of extensive
simulations showed that the proposed algorithm can enhance
the performance in terms of EH while satisfying the data
rate requirement for IoT devices compared with the existing
algorithms.
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